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Traceable analysis of the performance of an ultra-fine positioning stage

using a differential plane mirror interferometer
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Abstract: Ultra-fine positioning stages are the indispensable components in many areas of nanotechnology and
advanced material analysis, and are always integrated into analytical devices such as Scanning Probe Microscope
(SPM), optical microscope. The mechanical properties of the microscopic measurement system were strongly
influenced by the nano-mechanical performance of an ultra-fine positioning stage. A traceable calibration setup
for investigating the quasi-static performance of nano-positioning stage was developed, which utilized a
differential plane mirror interferometer with double-pass configuration from the National Physical Laboratory
(NPL). Based on an NPL-developed FPGA and LabView, the laser interferometric data acquisition (DAQ) and
data decoding system with high precision and stable frequency was built up to enable traceable quasi-static
calibration of ultra-fine nano positioning stages. Furtherly, the proposed system was used to calibrate and analyze
the metrological characteristics of nano-positioning stages. The experimental results have proven that the
calibration setup can achieve a noise floor lower than 10 pm/VHz under nearly open-air conditions.
The calibrated pico-positioning stage has an excellent nano-mechanical performances, such as the linearity of
being lower than 1.2x107°, the resolution of being up to 40 picometer, good repeatability and stabilization. The
results indicate that the proposed method and system can be used to measure the performances of the ultra-fine
positioning stages, and furtherly be used for pico-indentation with indentation depths down to a few picometers
and the large-scope measurement at the atomic scale.
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0 Introduction

Developments in precision manufacturing, piezo-
electric material processing, position-sensing and control
system, have increased the demand for ultrahigh precision
micro- and nano-positioning stages with pico-meter
displacement resolution. Such stages are the indispensable
components of industrial and metrological instruments,
precision measurement, nano-technology, and advanced
material analysis'"™*, and are always integrated into
analytical devices such as SPM, optical microscope,
scanning interferometer and manufacturing devices
because of their high resolution, excellent linearity, high
positioning accuracy and repeatability, and so on.

Commercial SPMs are able to determine the thick-
ness of a single or few layer two-dimensional materials
with an accuracy of better than 0.1 nm". Research-aimed
atomic force microscopy (AFM) is ready for experimental
investigations of the nano-electromechanical interaction
between AFM probes and the sample under test at the
atomic scale!®. For a pico-indentation instrument aiming
to produce full plastic deformation at the atomic scale
with a super-sharp ultra-nanocrystalline diamond tip, an
ultra-precision positioning stage with a resolution down to
sub-10 pm is one of the essential components!”.

Recent applications in nanotechnology require that
not only the nanopositioning of the commercial stages
have to be based on precise measurements but the
traceability of the measuring technique has to be ensured
up to the primary standard. Traceable measurements of
the nanopositioning stages are classified as both main
configurations of laser interferometers: homodyne and

heterodyne. The former setup uses a single frequency
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laser source and exhibits high measurement accuracy. The
latter is of larger nonlinearity because of the errors caused

B9 and its

by frequency and polarization mixing
configuration is more complicated than the homodyne.
While the displacements of nanopositioning stages are
large multiples of the wavelength, the interferometer can
offer virtually unlimited dynamic range within the
coherence length of the laser source. However, it is a great
challenge for the positioning far below the wavelength
using the traditional optical coherent interferometry.

In this work, a reliable calibration method and
system for traceable performance evaluation of ultra-fine
stage is realized using a differential plane mirror interfer-
ometer from NPL, the magnitude of the cyclic error of
which is £20 pm!'”. Compared with the nanometrology
technology, such as double-frequency laser inter-
ferometer, beat frequency Fabry-Perot interference!'' '
and X-ray interferometer!'”, the proposed method and
system are easier to control and implement, and also is of

high accuracy and good stabilization.

1 Proposed method and system confi-

guration

A reliable calibration method for the investigation of
the quasi-static performances for nano-positioning stage is
proposed and the corresponding system is developed,
which consists of an optical system based on a differential
plane mirror interferometer with double-pass confi-
guration from NPL!"*, an NPL-developed FPGA-based
interferometric data acquisition and decoding system, and
mechanical system.

By means of the different plane mirror interfer-
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ometer, the movement displacement of the ultra-fine
positioning stage can be transmitted to the phases of the
photoelectric signals. The variation of the signals is
acquired by the data acquisition and decoding system, and
the displacement is calculated successfully. On the base,
the method and its system can be used to calibrate and
trace the metrological characteristics of nano-positioning
stages effectively and creatively.
1.1 Optical system

The optical configuration of the NPL Jamin
Differential Plane Mirror interferometer is shown as Fig.1.
The interferometer based on a common-path optical
configuration is regarded as a standard. The laser beam
(4=632.991 nm) coming from a frequency-stabilized He-
Ne laser (Thorlabs, intensity stabilization of +0.2%) is
firstly coupled into a polarization-maintaining single-
mode (PM) fiber through Faraday optical isolator and
aperture, and then delivered to the integrated interfer-
ometric calibration system, thereby separating the heat
generated by the laser from the experimental devices. This

optical fiber delivery system has also effectively decoup-

therefore offered flexibility for the following calibration
work.

The decoupled laser beam enters the Jamin
interferometer after it is collimated by an aspheric lens,
and forms the linearly reference and measurement laser
beams. Then they are reflected back from the U-shaped
reference and measurement mirror respectively to produce
an interference pattern incident.

Owing to the phase quadrature coatings at the
corresponding positions on the Jamin beamsplitter, two
phase-quadrature interference signals (sin and cos, in
Fig.1) are generated and captured by the photo detectors,
given as the optimum signal-to-noise conditions for fringe
counting and subdividing.

While the moving measurement mirror travels
attached to an ultra-fine stage which is driven by a
piezoelectric actuator, its relative displacement can be
expressed in Eq.(1):

4

L=N
4

()

where N is the number of the interferometric fringe, and 4

is the wavelength of the frequency-stabilized He-Ne laser
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Fig.l Traceable calibration layout for quality control of micro-/nano-positioining stages
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1.2 Mechanical system

A mechanical system of the calibration setup has
been fabricated correctly to be in accordance with the
design and configuration of the NPL interferometer. The
interferometer block together with its U-shaped reference
mirror is supported by three evenly-distributed columns
made of invar. Two micrometers located on the V-groove
of the invar columns (not shown in Fig.1) are used to
align the measurement beams with the measurement
mirror, which is fixed onto the stage under calibration.
Three additional micrometers are utilized for fine
adjustment of the U-shaped reference mirror. Care has
been taken to make sure that (1) the reference mirror is
vertical to the reference beams, (2) the optical path
difference between the reference and the measurement
beams is close to zero, and (3) the calibrated setup should
be let stand still for 72 h after the adjustment and tight
fixation.
1.3 Data acquisition and signal processing

The phase quadrature interference signals (sin and
cos, shown in Fig.1) together with the reference signal are
firstly transmitted into a NPL-developed preamplifier for
current-to-voltage conversion, amplification and denoising.
The signals are then processed using a NPL-developed
signal optimizing unit to remove the direct current (DC)
offset of the signals, compensate for the potential laser
intensity fluctuation, and amplify the analog signals in
such a way that they can match with the full dynamic
range of the analog to digital converters (ADCs) on the
field-programmable gate array (FPGA) card. The magni-
fied quadrature interference signals i,(¢) and i\(?), acquired
from the signal conditioning unit have nearly zero-offset,
and a magnitude of about +9 V. And they are converted
into a displacement through fringe counting and
subdividing.

The two signals 7(¢) and i(f) can be expressed in
Eq.(2):

{ lx(t) = ixO + Cx COSQD(I) (2)

iy(1) = iyo + C, sin[(1) + o]

where i,y and i), are the DC offsets; C, and C, are the

different AC amplitudes for the signal, and ¢, is the
phase-quadrature error between the two signals.

In the case of zero-path difference, the displacement
AL of the measurement mirror is proportional to the phase
shift Ap in interference signals during the period of [, ¢],

which can be expressed in Equation (5):

A t)—
Ap 1= P —el)
8 8

AL= 3)

where 4 is the laser wavelength.

Subsequently, a FPGA-based DAQ system (NI
PCle-7842R) is used to acquire the optimized interference
signals i(#) and i,(#). This multifunction reconfigurable
DAQ system features a sampling rate of 200 kS/s with a
user programmable FPGA for high-performance onboard
signal processing and direct control over I/O signals. This
DAQ system is also capable of A/D conversion per
channel (16 bit single-ended) for independent timing and
triggering. It is therefore especially suitable for high-
speed acquisition of phase-quadrature interference signals
without introduction of additional phase shifts or
retardation between the two signals i(¢) and 7(7).

The digitized interference signals read by this DAQ
system are firstly normalized using the Heydemann
correction to compensate for the five parameters such as
offsets, gains, and signal phase [i,g, i,0,C,, C,, ¢]"'”), those
tend to be time-varying. Thus, the nonlinear error within
this homodyne interferometer will be eliminated as much
as possible. This nonlinearity correction and thereafter
interferometric decoding is realized by a NPL-developed
LabView® program. The DAQ system is also used to
provide the analog signals for the controller of nano
positioning stages and acquire their displacement sensor
signals by a user LabView interface software.

1.4 Quasi-static performance test results of the
calibration setup

The interferometric calibration setup is mounted on
an optical vibration isolation platform, and works under
nearly open-air conditions, as shown in Fig.2. More care
is taken that a plastic cover is used to isolate the heat

generated by the laser from the experimental devices or
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Fig.2 Interferometric calibration setup

other heat source so as to eliminate the influence to the
calibrated ultra-fine stage.

Figrue 3(a) shows the mid-term stability and drift of
the interferometer within 50 s, which is a typical duration
for one nanoindentation process including loading,
holding and unloading procedures, respectively.

The corresponding noise spectrum density, obtained
by using short-time Fourier transform with Hanning
window, is illustrated in Fig.3(b). The vertical and
horizontal coordinates in this figure are of logarithmic
forms. It can be seen from Fig.3 that the calibration setup
has a drift smaller than 200 pm within the period of 50 s,
and a noise floor lower than 10 pm/VHz. So, the system
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Fig.3 Experimental investigation of the quasi-static performance of the

interferometric calibration setup

measurement accuracy and stabilization can meet the
requirement during calibration.

To evaluate the relative position and orientation
between the optical axis of the interferometer and the
measurement mirror mounted onto the z axis of the
piezostage within the z-axis motion range, an experiment
was carried out under nearly open-air conditions. The z-
axis motion deviations of the interferometric calibration
setup are measured, and a polynomial fitting is done using

least square estimation, as shown in Fig.4.
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Fig.4 Experimental investigation of the z-axis motion performance of

the interferometric calibration setup

Seen from Fig.4, the interferometric measurement
errors are of non-linear with the displacement over the
range, and obviously there exists angular variation
between the optical axis of the interferometer and the
measurement mirror due to possible temperature fluctu-
ation. They may be also caused by other reasons such as
the near heat, surface shape error of the mirror, the
interference intensity, and so on. Here, the relative

position and orientation between the interferometer and
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2 Calibration results for a piezostage

A pico-positioning stage (Nano-met3) with good
positioning resolution in the picometer range, which will
be used in PTB for nanoindentation with indentation
depths down to a few picometers or large-range scanning
probe microscopes, has been characterized using the
proposed calibration setup. This stage has a displacement
range of 5 pm in the z-axis direction, and has individually
a displacement range of 75 um in the x-axis/y-axis dire-
ction. For the purpose of quasi-static calibration of the
direct current performance of this stage, three of the
analog outputs (AOs) on the DAQ system are used to dri-
ve the stage with a user-programmable LabView software.

In the case of our calibration setup, the FPGA-based
DAQ system has a resolution of 0.305 mV (V,,,=20 V),
yielding the resolution for displacement sensing with this
approach to be about 170 pm. The displacements of the
ultra-fine positioning stage are simultaneously measured
using its built-in PicoQ" sensors and the interferometric
calibration setup.

2.1 Linear calibration

After the stabilization of 24 h, the experiment is
carried on in closed-loop mode of the piezostage and
under nearly open-air condition (in plastic cover). The
stage is driven in the forward and backward direction
during the experiment. And the acquired data for the
interferometer and the piezostage are filtered, and fitted
linearly using least square estimate. Figure 5 shows the
linear error within the full-scale range, and the maximum
error is 0.61 nm. Then, the linearity is calculated
approximately to be 1.2x107.

To investigate the performance of the stage in open-

Piezostage/nm

Fig.5 Interferometric calibration of a piezostage working in closed-loop

mode

loop mode, another experiment is carried out under the

same conditions. Due to the hysteresis effect of piezoes-

tage, the data over the range of 1000 nm are cut out of the

full range and processed, as shown in Fig.6.
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Fig.6 Interferometric calibration of a piezostage working in open-loop

mode

It can be seen that the error variation is larger with

the increasing displacement, and the stage under
calibration has a variation of £1.8 nm. According to the
sensibility of the piezostage, it has an open-loop DC
response of 639.4 pm/mV.
2.2 Resolution test

To assure the resolution of the nanostage under
nearly open-air condition, a voltage output with 20 bit
DAC is used to drive the nanostage. A 40 picometer
amplitude pulse wave was performed using the 20 bit
DAC in the user-programmable LabView software while
the built-in sensor with a 24 bit ADC and the inter-

ferometer were respectively and simultaneously used to
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measure the displacement of the nanostage. Figure 7 is the
calibration result of the resolution of the nanostage using

the proposed interferometric calibration setup.
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Fig.7 Closed-loop displacement of the piezostage measured by the

integrated PicoQ" Sensor and the interferometer, respectively

Seen from Fig.7, the resolution of the piezostage can
be calibrated with the NPL interferometer and can be up
to at least 40 picometer. It indicates that the stage can
provide a high-resolution driving displacement for MEMS
technology.

2.3 Repeatability test

A pulse wave with the amplitude 2 000 nm was
performed to drive the nanostage in the user's LabView
software. The interval between the pulse signals was set to
be 1 s. Then the initial position and the relative displacement
of the calibrated piezostage were measured respectively
using the interferometric setup and its built-in sensors.
Figure 8 shows the interferometric calibration for repea-
tability of the piezostage at the modulated frequency of
400 Hz. It can be seen from Fig.8 that the initial
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Fig.8 Interferometric calibration for repeatability of the piezostage

interferometric positioning error is less than 100 pm. So,
the initial position is deemed to be identical. Computed
the deviation of the amplitudes of the two signals, the
displacement repeatability error is within 0.65 nm, and the
standard deviation is above 0.2 nm. It indicates that the
piezostage has a good repeatability and a strong stability

in short time.
3 Conclusion

In this study, a traceable calibration methodology
and system for the quantitative investigation of the quasi-
static performance of ultra-fine positioning stage has been
proposed and realized using the NPL differential plane
mirror interferometer and the FPGA-based DAQ. In the
case of quasi-static measurements, the interferometric
displacement calibration setup under nearly open-air
conditions has a resolution of 20 pm for a bandwidth of
1 Hzand a noise floor better than 10 pm/vHz for frequencies
higher than 1 Hz. The assembling error of the measurement
and reference mirrors was discussed and corrected
successfully. The moving ultra-fine piezostage inves-
tigated quantitatively by the interferometric calibration
system has an excellent performance of good linearity and
strong repeatability under closed-loop mode. The further
improvement of the sensitivity and nonlinearity of the
interferometer, which can be possibly placed in a vacuum

environment, is under consideration.
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